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Human-Centered AI



WHAT IS AN IMAGE?

• A grid (matrix) of intensity values

=

255 255 255 255 255 255 255 255 255 255 255 255

255 255 255 255 255 255 255 255 255 255 255 255

255 255 255 20 0 255 255 255 255 255 255 255

255 255 255 75 75 75 255 255 255 255 255 255

255 255 75 95 95 75 255 255 255 255 255 255

255 255 96 127 145 175 255 255 255 255 255 255

255 255 127 145 175 175 175 255 255 255 255 255

255 255 127 145 200 200 175 175 95 255 255 255

255 255 127 145 200 200 175 175 95 47 255 255

255 255 127 145 145 175 127 127 95 47 255 255

255 255 74 127 127 127 95 95 95 47 255 255

255 255 255 74 74 74 74 74 74 255 255 255

255 255 255 255 255 255 255 255 255 255 255 255

255 255 255 255 255 255 255 255 255 255 255 255

common to use one byte per value: 0 = black, 255 = white

Gray Image









Deep Learning Is Representation 

Learning



Why Representation Is Important?
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Why Deep Learning?



Biological Inspiration For 

Computation



Biological Inspiration For 

Computation

• Parameters: Human brains have ~10,000,000 times synapses than artificial 
neural networks.

• Topology: Human brains have no “layers”. Topology is complicated. 

• Async: The human brain works asynchronously, ANNs work synchronously.

• Learning algorithm: ANNs use gradient descent for learning. Human brains 

use … (we don’t know) 

• Processing speed: Single biological neurons are slow, while standard neurons 
in ANNs are fast. 

• Power consumption: Biological neural networks use very little power 
compared to artificial networks

• Stages: Biological networks usually don't stop / start learning. ANNs have 

different fitting (train) and prediction (evaluate) phases.





Deep Learning Breakthroughs: 

What Changed?

• Compute CPUs, GPUs

• Organized large(-ish) datasets
Imagenet 

• Algorithms and research: Backprop, 
CNN, LSTM 

• Software and Infrastructure Git, ROS, 

PR2, AWS, Amazon Mechanical Turk, 

TensorFlow, … 

• Financial backing of large companies
Google, Facebook, Amazon, …



Biological Inspiration For 

Computation
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Combining Neurons Into Layers



Understanding Deep Learning
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Understanding Deep Learning































Combing Neurons In Hidden 

Layers



Scalable Machine Learning







Deep Learning: Training And 

Testing



How Neural Networks Learn: 

Backpropagation



Special Purpose Intelligence:

Estimating Apartment Cost



Estimating Apartment Cost



General Purpose Intelligence: 

Pong to Pixels



General Purpose Intelligence: 

Pong to Pixels



Backpropagation

Update the weights and biases 

to decrease loss function

Forward pass to compute network output and “error” 

Backward pass to compute gradients

A fraction of the weight’s gradient is subtracted from the weight.



Backpropagation



Learning Is An Optimization 

Problem
• Update the weights and biases to decrease loss function



Optimization Is Hard: Vanishing 

Gradients

Partial derivatives are small = Learning is slow



Optimization Is Hard: Dying Relus





What Can We Do With Deep 

Learning?







Overfitting and Regularization

• Help the network generalize to data it hasn’t seen.

• Big problem for small datasets.

• Overfitting example (a sine curve vs 9-degree polynomial)



Overfitting And Regularization

• Overfitting: The error decreases in the training set but increases in the test set.



Regularization: Early Stoppage


